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ABSTRACT

Recent developments of Hotshot-type tunnels are summarized which indicate that, except for the heat transfer measurements which still show appreciable scatter, satisfactory force and pressure measurements can be obtained in the Mach number range from 15 to over 20 at stagnation temperatures from 3000 to 4000 \textdegree{}K and reservoir pressures from 15,000 to 20,000 psi.

Drag measurements of slender delta wing models at $M/Re_p$ values of 0.01 to 0.4 for the hot and cold wall case and shock shapes, pressure distributions and drag measurements of slender cones having various degrees of bluntness are presented and compared with theoretical estimates.

INTRODUCTION

The development of electric arc heated, hotshot, hypervelocity wind tunnels has been a continuing effort at the von Karman Gas Dynamics Facility (VKF), Arnold Engineering Development Center (AFSC). Flow contamination, associated with the direct heating of the working gas by an electric arc, was found to be the most serious problem. Significant advances in the reduction of flow contamination in the VKF Hotshot tunnels at limited test conditions now permit realistic experimental studies of certain aerodynamic phenomena.

The current status of the VKF Hotshot tunnels and the results of experimental studies of surface pressure distributions and
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drag measurements on simple two-dimensional and axisymmetric bodies are the subject of this paper.

**HOTSHOT DEVELOPMENT AND PERFORMANCE**

During initial operation of the VKF Hotshot tunnels, flow contamination caused serious errors in aerodynamic measurements, especially heat transfer rates (Refs. 1 and 2). Flow contamination existed in two different forms, gaseous and solid particle contamination.

Gaseous contamination resulted from: depletion of oxygen caused by oxidation of arc chamber and throat components; and hydrogen addition from decomposition of nylon arc chamber liners and insulators. Gaseous contamination was eliminated almost completely by using nitrogen as the working gas instead of air, by using metal liners instead of nylon and by reducing the exposed surface of nylon insulators (Ref. 2). Nitrogen is a satisfactory substitute for air provided stagnation temperatures are restricted to 3000 to 4000 K; nitrogen is essentially a perfect gas in this regime. This restriction was not considered intolerable because free flight Mach and Reynolds numbers could still be simulated for numerous practical flight paths.

Solid particle contamination, caused mainly by melting and sublimation of arc chamber components, was still excessive even with nitrogen at these relatively low temperatures. Early in 1960 an arc chamber development program was undertaken to reduce particle contamination to levels at which contamination errors would be small. This program has been reasonably successful in both of the AEDC Hotshot tunnels and will be described briefly here (Refs. 2 and 3). Most of the tests were made with nitrogen at stagnation conditions as follows: temperature between 3000 and 4000 K, density of 100 relative atm and pressure of approximately 16,000 psi. Mach numbers in Hotshot 1 were approximately 18 and ranged in Hotshot 2 from 18 to 22.

**TUNNEL HOTSHOT 1**

This tunnel (Fig. 1) consists mainly of an a-c chamber connected to a 10-deg (total angle) conical nozzle, followed by a 16-in. diam cylindrical test section and a cylindrical vacuum tank. Electrical energy stored in condenser banks is discharged through an electric arc between electrodes in the arc chamber thereby raising the enthalpy of the gas initially stored in the arc chamber. The arc is initiated by disintegrating a trigger wire with energy from a separate trigger.
condenser. When a pre-selected arc chamber pressure is reached a diaphragm bursts, and the hot high pressure gas accelerates through the nozzle. The arc duration is approximately 1 ms, and quasi-steady flow is established in the test section in approximately 10 ms. There follows approximately 20 ms of useful run time before flow breakdown occurs. A more complete description of this tunnel and its mode of operation may be found in Ref. 2.

The initial and current arc chamber configurations (16-A and 16-C, respectively) used in the development program with this tunnel are shown in Fig. 2. The significant improvements to the arc chamber consisted of the use of coaxial electrodes (Fig. 2b) with the entire liner acting as one electrode, the use of polished copper liners for each run, and the addition of a circular copper baffle plate to shield the throat from the arc.

Several methods for monitoring progress were used; however, the most effective were loss of weight by electrodes, gain in weight by a particle collector in the test section, and comparison of measured to theoretical heat transfer rates at the stagnation point of models with hemispherical noses. The particle collector consisted of a 3/4-in. diam copper disc located 1-1/2 in. from the top of the test section at approximately the same axial station as the model. The theoretical heat rates were calculated with the Fay-Riddell theory (Ref. 4) assuming a Lewis number of 1.0 and using thermodynamic properties of nitrogen from Gilmore (Ref. 5), which include corrections for the van der Waals' effect.

Results obtained with these two arc chambers are summarized in Fig. 3. All measurements exhibited variations from run to run. The results shown represent the range of measurements from many repeated runs. Large reductions in electrode weight losses resulted from changing to a coaxial configuration, even though the losses for the 16-C configuration include the liner losses, whereas those for the 16-A configuration do not.

Similarly, large reductions in the amount of contamination collected in the test section by the particle collector resulted from the change to coaxial electrodes. Additional reduction of test section contamination resulted from the installation of the baffle plate.

The most significant measurements made were the stagnation point heat rates because these were most sensitive to particle contamination (Ref. 2). Errors in these measurements which ranged from 60 to 160% with the opposed electrode configuration...
were reduced to 20% or less with the best coaxial configuration.

TUNNEL HOTSHOT 2

Except for size and energy storage system this tunnel (Fig. 4) is similar to Hotshot 1. Hotshot 2 has a 50-in. diam test section and is driven by electrical energy stored in an inductance coil and then transferred to the arc chamber. A fuse in the arc chamber carries the current just long enough to allow the transfer switch to open completely (10 ms); then it opens as a result of ohmic heating and magnetic force. When the fuse opens, the voltage across the main electrodes rises to a value sufficient to maintain an arc until the coil energy is dissipated or diverted. To minimize contamination of gas with arc chamber materials, it is desirable to reduce the arcing time. Arc duration is normally about 40 ms. Recently a shorting switch was installed in parallel with the electrodes to divert the current from the electrodes into the shorting circuit; the energy remaining in the coil at this time is dissipated through ohmic heating of the buswork, coil and generator. With this switch the arc duration is reduced to 6 to 9 ms. Steady flow in the test section is usually established about 20 ms after the diaphragm bursts, and approximately 30 ms of useful run time is available prior to flow breakdown. A more detailed description of Hotshot 2 and its mode of operation is included in Ref. 2.

The Hotshot 2 arc chamber consists of a cartridge which is loaded into the breech of an 8-in. naval gun (Fig. 4). The initial and current cartridges are shown in Fig. 5. The 50A chamber (Fig. 5a) had parallel electrodes with copper tips and was equipped with a dump valve which could be opened to quickly exhaust the gas remaining in the arc chamber after flow breakdown. The fuse consisted of a mass of silver-solder connecting the main electrodes; this fuse produced substantial contamination (Ref. 2). As in Hotshot 1 the significant improvements consisted of changing to coaxial electrodes (Fig. 5b), with the entire liner acting as one electrode, and using polished copper liners and a baffle plate. Other significant modifications consisted of replacing the silver-solder fuse with a copper magnetic fuse and of adding a shorting switch described earlier. A dump valve was not used with this arc chamber. An intermediate arc chamber configuration 50D, which was a significant improvement over the 50A configuration, is described in Ref. 2. This chamber was similar to the 50A chamber except that the copper electrode tips were replaced with tungsten and the silver-solder fuse was replaced with a copper magnetic fuse. Each of these three configurations had
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a nominal volume of 350 cu in., and each was equipped with a circular baffle plate.

As in Hotshot 1, electrode weight losses, particle collector weight gain, and ratio of measured to theoretical stagnation heat rates were the most effective monitors of progress. In Hotshot 2 the particle collector was a 1 by 3-in. aluminum slide centered 5 in. from the top of the test section and located axially at approximately the model station. The theoretical heat rates were calculated as described for Hotshot 1.

The range of measurements from many repeated runs is shown in Fig. 6. Conversion from copper to tungsten electrode tips and elimination of the silver-solder fuse, 50A to 50D, resulted in a large decrease in electrode weight losses. Changing to coaxial electrodes with short arc duration (50M) resulted in further reduction of arc chamber weight losses. This is not evident from Fig. 6a because the results for the 50M configuration include losses from electrodes and liner, whereas those for the 50A and 50D configurations show losses from electrodes only. However, Fig. 6b clearly shows the reduction in contamination in the test section with the 50M chamber.

The improvement in the measured heat transfer rates as a result of a decrease in the contamination is shown in Fig. 6c. Errors as great as 60% encountered with the 50A chamber have been reduced to approximately +30% with the 50M chamber with short arc duration.

During these development tests the drag of a slender delta wing model with a cone-cylinder fuselage was measured in Hotshot 1 with the 16-C chamber and in Hotshot 2, with the 50M chamber over a range of Mach and Reynolds numbers. These were compared to similar measurements from the Boeing 44-in. Hotshot tunnel and the 24-in. Shock Tunnel of the Cornell Aeronautical Laboratory. The deviation from a mean curve fairied through all of these measurements was only +20%.

Representative pitot pressure distributions across the test section core obtained with the 50M arc chamber are shown in Fig. 7. Within the central core deviations from a mean pitot pressure were approximately +10% during the useful run time. Effective area ratios determined from the pitot pressure measurements are shown in Fig. 8 along with values for the 50A and 50D arc chambers. It appears that no significant change in effective area ratio resulted from changes in the arc chamber configuration. Details of development of the 50M arc chamber, summarized in the foregoing, are given in Ref. 3.
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VISCOSOUS-INVISCID INTERACTION RESEARCH

The phenomena of interactions between inviscid and viscous flow fields at hypersonic speeds have been known to exist for a long time. However, theoretical approximate solutions have been obtained only in certain simple cases in which either the viscous or the inviscid flow field predominates.

The complexity of the combined problem demands recourse to both theory and experiment. During the past year, it has been the subject of a continuing theoretical and experimental research in the VKF at the Arnold Center. This effort has been directed to provide basic aerodynamic data on simple shapes such as flat plates, wedges and cones for detailed analysis. Preliminary experimental results are presented herein and are compared to simplified theoretical models.

THEORETICAL CONSIDERATIONS

Theoretical considerations of viscous interaction effects have frequently appeared in the literature. Unfortunately, general solutions have been found for only highly simplified theoretical models. These solutions may be initially divided into two classes, the so-called weak and strong interaction solutions. Stated simply, the weak interaction solution is one in which the self-induced pressure gradient is assumed not to affect the boundary layer growth; in the strong interaction solution, account is taken of the effect on the boundary layer growth of the mutual interaction between the boundary layer and the boundary layer induced pressure. Lees and Probststein (Ref. 6) were the first to show that the parameter

$$\bar{\chi} = M^3 \sqrt{C} / \sqrt{Re_x}$$  

where

$$C = \mu_w T / \mu T_w$$

basically determines the region in which viscous interaction effects are important.

As a first approximation to the drag of slender bodies, it is assumed that: viscous drag of planar bodies can be estimated from flat plate viscous interaction theory with consideration of local average flow conditions, and viscous drag of slender cones can be estimated from flat plate theory with consideration of local average flow conditions and application of Mangler's transformation (Ref. 7).
Representations of the flow fields on sharp and blunt flat plates are shown in Fig. 9. Two major characteristics of these hypersonic flow patterns are immediately evident, that is: large boundary layer thickness relative to the shock compression region thickness; and nonlinear or curved bow shock waves. The large relative boundary layer thickness on the sharp plate produces the flow distortion evident in the curved shock wave.

The approximation of a linear weak shock wave (Fig. 9) (the Mach number at boundary layer edge is assumed equal to the free stream Mach number) has been the subject of several analytical studies (Refs. 6, 8, 9, 10 and 11).

The approximation of a normal shock wave ahead of blunt bodies in hypersonic flow (Fig. 9) to determine local conditions near the model surface has been frequently used. This approximation will be reasonable so long as the mass flow through the boundary layer at a given chordwise station is no larger than the mass flow through the near-normal section of the actual bow shock wave. When used here, the local conditions at the boundary layer edge were assumed to correspond to normal shock compression followed by expansion to free stream pressure.

The sharp and blunt approximations that have been outlined were used with flat plate interaction theory, following Bertram and others, to estimate the viscous drag rise of slender bodies. In all of the following analyses the application of either the sharp or blunt approximation consisted simply of the insertion of the appropriate local average conditions.

**Delta Wing Theory**

Considering the skin friction of a delta flat plate wing with delta planform under strong viscous interaction, Bertram (Ref. 12) has shown the skin friction to be given by

\[
\frac{C_{F,\Delta}}{C_{F,\Delta}} = \frac{12}{5} \left( \frac{\alpha}{V_L} \right)^{1/2} \tag{3}
\]

where

\[
\alpha = f(T_w/T_o, \nu) \tag{4}
\]

It can be shown by integration of the Blasius solution for a delta wing that

\[
\bar{C}_{F,\Delta} = \frac{4}{3} \bar{C}_F = \frac{4}{3} \frac{A}{\sqrt{Re_L}} \tag{5}
\]
where $\bar{C}_p$ is the classical or Blasius-type skin friction coefficient. Values of $\alpha$ have been obtained by Bertram (Ref. 12) from an integration of the results of Li and Nagamatsu (Ref. 11). Assuming that $A = C = 1$, both highly simplifying assumptions, the skin friction coefficient may be written as

$$C_{F,\Delta} = \frac{16}{5} (\hat{a})^{1/2} \left( \frac{M}{\sqrt{Re_L}} \right)^{3/2}$$

For application to the present delta wing model (see Fig. 10), the skin friction coefficient, Mach number and Reynolds number are based on local average conditions. For application to the case where $M_i \neq M_{\infty}$, the following expression is obtained for a linear viscosity relationship with temperature and $M_i \gg 1$

$$C_{F,\Delta} = \frac{16}{5} (\hat{a})^{1/2} \left( \frac{q_i}{q_{\infty}} \right)^{1/4} \left( \frac{M}{\sqrt{Re_L}} \right)_{\infty}$$

The induced pressure on a sharp flat plate from strong viscous interaction theory is given by

$$\frac{p}{p_{\infty}} = K \bar{v}_{\infty}$$

where

$$K = 8 \left( \frac{T_w}{T_0}, \nu \right)$$

Theoretical values of $K$ are given by Li and Nagamatsu (Ref. 11) for a wide range of wall temperatures and $\gamma$ values of 1.4 and 1.67. Other values of $K$ have been estimated in the literature (Refs. 13 and 14); however, these estimates include only the induced pressure in the cold wall case, whereas Ref. 11 considered pressure and skin friction. Therefore, for consistency between the induced pressure drag and the induced friction drag, the results of the calculations of Li and Nagamatsu are used for both cases.

The expression given here for flat plate induced pressures can be applied to a thin sharp wedge if local inviscid flow conditions are substituted for free stream conditions, that is

$$\frac{p}{p_{\infty}} = K \bar{v}_{\infty}$$

Consider now the local axial-force or drag coefficient caused by induced pressure on a thin wedge
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\[ c_{A,P} = \frac{q \tan \theta_w}{q_{\infty} h} \int_0^c (C_p) \ell \, dx \]  \hspace{1cm} (11)

where

\[ (C_p) = \frac{K \sqrt{\frac{y}{2M}} \ell}{\sqrt{\frac{M}{Re_x}}} \]  \hspace{1cm} (12)

Substituting and integrating, one obtains

\[ c_{A,P} = \frac{q\ell 4K}{q_{\infty} y} \sqrt{\frac{M}{Re_c}} \ell \]  \hspace{1cm} (13)

where \( Re_c \) is the Reynolds number based on the wedge chord.

This expression for the induced pressure drag on a thin wedge may now be used to estimate the induced pressure drag on a sharp delta wing with a thin wedge chordwise cross section. Consider the following model

Thus

\[ C_{A,P} = \frac{1}{S_b} \int_{-B/2}^{B/2} c_{A,P} \, h \, dy = \frac{4q\ell}{S_b y q_{\infty} h} \int_{-B/2}^{B/2} \frac{M}{\sqrt{Re_c}} \ell \, dy \]  \hspace{1cm} (14)

Integrating, one obtains

\[ C_{A,P} = \frac{8K}{3y} \left( \frac{q\ell}{q_{\infty}} \right) \left( \frac{M}{\sqrt{Re_c}} \right) \ell \]  \hspace{1cm} (15)

Converting the given drag coefficient to wetted area and free stream conditions, using a linear viscosity relationship with temperature and assuming \( M \ell \gg 1 \) obtains
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\[ C_{D,p} = \frac{8}{3} \frac{K}{\gamma} \frac{S_b}{S_w} \left( \frac{q_f}{q_\infty} \right)^{1/2} \left( \frac{M}{\sqrt{Re_L}} \right) \]  \hspace{1cm} (16)

The total drag of the delta wing will be

\[ C_D = \text{wave drag} + \text{induced pressure drag} + \text{induced friction drag} \]

or

\[ C_D = C_{D,0} + C_{D,p} + C_{F,\Delta} \] \hspace{1cm} (17)

Therefore

\[ C_D = C_{D,0} + \frac{8}{3} \frac{K}{\gamma} \frac{S_b}{S_w} \left( \frac{q_f}{q_\infty} \right)^{1/2} \left( \frac{M}{\sqrt{Re_L}} \right) \]  

\[ + \frac{16}{5} (a)^{1/2} \left( \frac{q_L}{q_\infty} \right)^{1/4} \left( \frac{M}{\sqrt{Re_L}} \right) \] \hspace{1cm} (18)

The analysis given indicates that the induced viscous drag of a thin sharp delta wing will be primarily a function of \( M/\sqrt{Re_L} \) in hypersonic flow.

Cone Drag Theory

The drag of a slender cone may be approached in much the same manner as the delta wing analysis with the application of Mangler's transformation (Ref. 7). From Mangler's transformation, the classical skin friction coefficient on a cone is

\[ \bar{c}_{f,m} = \sqrt{3} \bar{c}_f \] \hspace{1cm} (19)

It is assumed that the flat plate relationship for induced friction holds on a cone if normalized by the classical cone value

\[ c_{f,c}/\bar{c}_{f,m} = (\delta_{X'})^{1/2} \] \hspace{1cm} (20)

Therefore

\[ C_{F,c} = \frac{2}{L^2} \int_0^L (c_{f,c}) dx = \frac{2}{L^2} \int_0^L \bar{c}_{f,m} (a_{X'})^{1/2} dx \] \hspace{1cm} (21)
Integrating, one obtains

\[ C_{F,c} = \frac{4}{5} (\bar{C}_{F,m}) (\bar{\alpha}^*)^{1/2} \]  \hspace{1cm} (22)

where

\[ \bar{C}_{F,m} = \frac{\sqrt{3} A}{\sqrt{Re_L}} \]  \hspace{1cm} (23)

Converting now to free stream conditions, base reference area, and assuming as before that \( A = C = 1 \) and \( M \gg 1 \) brings

\[ C_{A,F} = 1.38\sqrt{A} \frac{S_w}{S_b} \left( \frac{q_{*,R}}{q_{\infty}} \right)^{1/4} \left( \frac{M}{\sqrt{Re_L}} \right)_\infty^{3/2} \]  \hspace{1cm} (24)

The induced pressure drag on a slender cone is

\[ C_{A,p} = \left( \frac{q_{*,R}}{q_{\infty}} \right)^2 \int_0^R \left( \frac{C_p}{\ell} \right) \, d\ell \]  \hspace{1cm} (25)

The local induced pressure coefficient is assumed here to be given by flat plate viscous interaction theory as modified by the different theoretical rates of boundary layer growth on a cone and plate, or since \( \delta^* \) on a plate is \( \sqrt{3} \) greater than on a cone, the following induced pressure coefficient is assumed

\[ (C_p) = \frac{2K}{\sqrt{3} y} \left( \frac{M}{\sqrt{Re_x}} \right) \]  \hspace{1cm} (26)

Substituting and integrating

\[ C_{A,p} = (1.54) \left( \frac{q_{*,R}}{q_{\infty}} \right) \frac{K}{y} \left( \frac{M}{\sqrt{Re_L}} \right)_\infty \]  \hspace{1cm} (27)

or based on free stream conditions

\[ C_{A,p} = (1.54) \left( \frac{q_{*,R}}{q_{\infty}} \right)^{1/2} \frac{K}{y} \left( \frac{M}{\sqrt{Re_L}} \right)_\infty \]  \hspace{1cm} (28)
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The total drag of the slender cone will be

\[ C_A = C_{A_0} + C_{A_P} + C_{A_F} \]  

or

\[ C_A = C_{A_0} + (1.54) \left( \frac{K}{\gamma} \right) \left( \frac{q_f}{q_{\infty}} \right)^{1/2} \left( \frac{M}{\sqrt{Re_L}} \right) \]

\[ + 1.38 \sqrt{\frac{S_w}{S_b}} \left( \frac{q_f}{q_{\infty}} \right)^{1/4} \left( \frac{M}{\sqrt{Re_L}} \right)^{3/2} \]

Again, as in the delta wing case, the simple theory indicates the induced viscous drag will be a function of \( M/\sqrt{Re_L} \).

Delta Wing Drag Data

Slender delta wing models (Fig. 10) were tested in four of the VKF wind tunnels over a Mach number range from 8 to 22, a Reynolds number range from 500 to \( 4 \times 10^6 \), and from the cold-wall case. These data are all summarized in Fig. 11 as a function of \( M/\sqrt{Re_L} \).

VKF Tunnel B (Ref. 15), a continuous \( M = 8 \) wind tunnel, was used to obtain the hot-wall data shown in Fig. 11. This tunnel was operated, with air as a test medium, over a stagnation pressure range from 50 to 500 psia with a stagnation temperature of 1350 deg Rankine. The large model drag data were obtained with conventional internal strain-gage balances, whereas the small model data were obtained using a specially developed string-mounted balance which utilized a differential transformer as a sensing element.

The VKF Low-Density tunnel, described by Potter et al. (Ref. 16), was used to obtain the relatively cold-wall, delta wing drag data presented in Fig. 11. This tunnel is an arc heated, continuously operating facility with a nominal Mach number of 9. Stagnation pressure and temperature were approximately 1 atm and 3000 K for these drag tests. Nitrogen was used as a test medium during these tests. Although this tunnel is capable of long duration runs, the low rate of convective heat transfer combined with large radiant heat losses established a relatively cold equilibrium wall temperature. Optical pyrometer measurements indicated the temperature of the planar surfaces was about 1000 K or a wall to stagnation temperature ratio of about 0.3.
The drag data from Hotshot 1 and 2 were obtained using conventional Hotshot force measuring techniques as described in Ref. 17. Nitrogen was used as a test medium, and stagnation pressures and temperatures ranged from 10,000 to 20,000 psia and 2500 to 4000 K, respectively. Variations in the parameter $M/\sqrt{Re_L}$ were obtained largely by variations in $Re_L$ with relatively smaller changes in Mach number. The range of Mach number and length Reynolds number was from 18 to 22 and 250,000 to 750,000, respectively.

Calculations from the simple theories previously outlined are shown for comparison with the delta wing drag data in Fig. 11. It is noted that the simple theory overestimates both the hot- and cold-wall cases. Application of this simple theory to the low density data shown will also give an overestimate of the drag. The simple theory is considered pertinent here only to suggest the parameteric relationships and to illustrate the expected data trends.

These data, covering a range of parameters ($M_\infty$, $Re_L$ and $T_W/T_0$) not heretofore available, clearly indicate that very large zero-lift viscous drag rises can be expected at hypersonic speeds.

**Slender Blunted Cones**

Blunt slender cones (9-deg half angle) were selected as some of the basic shapes in the study of viscous interactions (Fig. 12). As an input to higher order theoretical studies of viscous interactions on such shapes, detail measurements of pressure distributions and shock shapes have been made in the Hotshot tunnels. These tests were made in nitrogen, as were all the Hotshot tests reported herein.

**Pressure Distributions**

Pressure distributions at $M_\infty = 18$ on flat nose and hemispherically blunted cones are presented in Fig. 13 in terms of parameters suggested by Cheng (Ref. 18) and Chernyi (Ref. 19). Also shown are the theoretical results by Cheng and Chernyi and a real gas characteristic solution from Ridyard (Ref. 20). The most salient feature of these data is the overexpansion of pressure followed by an overshoot (with respect to the sharp cone value). This is believed to be the first experimental observation of such a marked overshoot in pressure.

The real-gas (air) characteristic solution (Ref. 20) and the experimental pressure distribution on the hemispherically blunted cone agree quite well, in spite of the different gas
properties involved. The pressure distribution data were obtained in nitrogen at essentially perfect gas conditions (Ref. 21).

These pressure distributions were checked over a Mach number range from 16 to 19 with a corresponding Reynolds number \( R_{\infty} \) from 150,000 to 620,000. All of these measurements were within \(+10\%\) of the typical distributions presented in Fig. 13. An integration of these pressure distributions gave pressure drag values which are assumed to be essentially inviscid values. The integrated pressure drag values are presented and compared to total drag measurements later.

**Shock Shapes**

Shock shapes from slender blunted 9-deg cones, as determined from schlieren photographs and normalized by the nose diam, are presented in Fig. 15 for a test Mach number of approximately 18. A typical schlieren photograph is shown in Fig. 14. Schlieren photographs were obtained in VKF Tunnel Hotshot 1 over a range of Mach numbers from 16 through 19 and over a length Reynolds number range from 150,000 to 620,000. No discernible difference in shock shape could be detected as a function of Mach number and/or Reynolds number for this small range of variables; hence the data of Fig. 15 are representative of this range of conditions. Also shown in Fig. 15 are experimental shock shape data from a 5-deg blunted (flat nose) cone from Ref. 22 at \( M_\infty = 12.5 \).

An interesting phenomenon may be noted in Fig. 15 from the comparison of shock shapes from the hemispherically blunted cone and the flat nosed cone. The shock shapes for these cones are similar, as least in the narrow region of overlapping data, in spite of the difference in nose shape. These results are also presented in Fig. 16 in terms of parameters suggested by Cheng (Ref. 18). Also shown are the 5-deg cone results at \( M_\infty = 12.5 \) (Ref. 22) and the zero-order theory of Cheng. Cheng's theory predicts a slightly different shock shape for the hemispherically and flat nosed cones; however, this was not the case, and hence the data from the two cones fail to collapse together when compared in terms of Cheng's parameters. The difference in shock radii between theory and experiment is about 20\%, and the experimental and theoretical slopes show reasonable agreement. The present data from the flat nosed 9-deg cone are in better agreement with Cheng's theory than the 5-deg cone data from Ref. 22. A small change in shock wave curvature may be noted in the present experimental data. Cheng's theory predicts a change in shock curvature (that is, abrupt slope change in Fig. 16) much more abrupt than the
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experiment. It is to be expected that viscous effects would smooth out such a transition.

A real-gas (air) characteristic solution (Ref. 25) was available from Ridyard (Ref. 20) on the spherically blunted cone. A comparison of the shock shapes from the characteristic solution and from experiment are shown in Fig. 17. It is reasonable that the inviscid characteristic solution would predict a thinner shock layer than an actual case; however, the magnitude of viscous effects on shock shapes is ill defined. It should be noted that these shock shape data were obtained in nitrogen at essentially perfect gas conditions, whereas the characteristic solution was a real-gas solution. The magnitude of real-gas effects in such a case has not been accurately assessed.

Viscous and Inviscid Cone Drag Data

Drag data for a slightly blunted flat nosed cone and for a hemispherically blunted cone are presented in Figs. 18 and 19, respectively. The VKF data were obtained from Tunnel Hotshot 1, Hotshot 2, and the Low Density Hypervelocity Tunnel (16). The VKF low density data, as well as the Hotshot data, were obtained using nitrogen as a working gas.

During the low density tests a technique of injecting the model and obtaining a drag measurement in about one minute was employed. This gave a slightly colder wall condition than for the previously described delta wing data. The wall temperature was estimated to be not more than 600 K for this type of test, or a wall to stagnation temperature ratio of approximately 0.2 was obtained.

Also shown in Fig. 18 are hot-wall data from Maslach and Talbot (Ref. 23) obtained from the Berkeley low density tunnel at $M_\infty \sim 5$ on a sharp 9-deg cone. It should be noted here that the slightly blunt flat nosed cone used in the VFK tests was essentially sharp from an inviscid drag standpoint. The effect of this small relative bluntness on the viscous drag characteristics is unknown; however, it seems unlikely that the effect is large.

Theoretical estimates from the simple cone theories previously outlined are also compared with experiment in Figs. 18 and 19. The sharp cone theory for the adiabatic wall temperature case and relatively low Mach number ($M_\infty \sim 5$) gives a considerably smaller drag than Maslach and Talbot's data. Similarly, the sharp cone theory is noted in Fig. 18 to be low for the cold-wall, high Mach number ($M_\infty \sim 20$) case for the
lower values of the viscous parameter \( (M/\sqrt{Re_L}) \); however, increasing agreement is noted with increasing viscous interaction. Drag data from the spherically blunted cone, which has an order of magnitude greater relative bluntness, are compared with the sharp and blunt cone theories in Fig. 19. The sharp and blunt cone theories bracket the experimental data.

To illustrate the magnitude of the viscous drag effects, scales denoting the ratio of inviscid plus viscous drag to inviscid drag only have been included in Figs. 18 and 19. The drag data from the VKF low density tunnel show drag rises over 1500% above the inviscid values. These drag data were obtained at viscous interaction levels not heretofore available to the author's knowledge. Some proposed criteria for the indication of slip flow would indicate that these low density data could be well within the slip-flow regime; however, whether or not this is so in this cold-wall case remains to be determined.

It is interesting to compare the drag data from the relatively sharp flat nosed cone and the blunt spherically nosed cone. Such a comparison is shown in Fig. 20. Under conditions of large viscous interactions, the drag coefficients of these cones are identical as a function of \( M/\sqrt{Re_L} \), although the inviscid drag levels differ by a factor of 3.

It should be noted that the drag data from Hotshot 2 was obtained primarily by variations in Reynolds number with relatively small variations in Mach number. A significant difference in both Mach number and Reynolds number existed between the VKF Hotshot data and the VKF low density data.

CONCLUDING REMARKS

Recent development work in hotshot wind tunnels has markedly reduced flow contamination, the major problem area of high pressure, arc driven facilities. This reduction was achieved with the aid of coaxial electrode arrangements in the arc chambers of both the VKF 16-in. Hotshot 1 and the VKF 50-in. Hotshot 2. In addition, the characteristically long arc discharge time in the inductively driven Hotshot 2 was reduced by the use of an arc termination switch, and a magnetic fuse was developed for arc initiation.

Stagnation point heat transfer levels, a relative measure of flow contamination, have been reduced to an average level consistent with Fay-Riddell theory. The overall consistency of such measurements is, however, unsatisfactory and remains to be improved.
Slender body drag, also a measurement expected to reveal effects of significant flow contamination, exhibits trends consistent with theoretical estimates and in proper relative magnitude to measurements from conventional hypersonic wind tunnels. Accurate quantitative theoretical drag estimates under the hypersonic, cold-wall conditions with large viscous effects remain to be derived.

It is concluded that the VKF Hotshot wind tunnels have taken a major step toward providing the type of aerodynamic of hypersonic flight. As in all techniques of simulation, further refinements and extensions are required.

Cold-wall, hypersonic drag data from delta wing models reveal a significant reduction of viscous drag apparently caused by wall temperature; however, in spite of this significant viscous drag reduction, very high viscous induced drag levels were obtained.

Shock shapes over slender blunt cones are shown to have slopes as predicted from theory; however, theoretical differences in shock shapes because of different nose geometries were not found. Flat hosed and spherically blunted slender cones were shown to have the same nondimensional shock shapes within the region of overlapping data.

Pressure distribution data from slender blunted cones at hypersonic speeds reveal an overexpansion and a marked overshoot in pressure along the conical surface. This overexpansion and overshoot of pressure had been predicted in the literature. This is believed to be the first experimental observation of such a marked overshoot.

Drag data from slender blunted cones with hypersonic cold-wall conditions show strong viscous interaction effects. Even with this relatively cold-wall condition, drag levels over 15 times the inviscid drag level were measured. It was found that a slightly blunted cone and a relatively blunt cone have essentially identical drag levels under conditions of high viscous interactions.

Flat-plate-type viscous interaction theories are shown to be quantitatively inadequate to predict the drag of delta wings and cones for conditions of high viscous drag at hypersonic speeds. More detailed analysis of this problem is urgently needed.
APPENDIX: PRECISION OF RESULTS

The accuracy of results from any high pressure, high temperature hypersonic test facility is, of course, a function not only of the accuracy of direct measurements but also of the accuracy of the real gas properties used. Estimates of the properties of real gases at high temperatures are continually being refined. For example, Gilmore (Ref. 5) has recently considered the van der Waals' effect (intermolecular forces) on nitrogen. These refined estimates of nitrogen properties gave changes in stagnation enthalpy, Mach number and Reynolds number of -13, +4, and +40%, respectively, at typical Hotshot test conditions.

The basic method of determining the thermodynamic state of the gas as a function of time in Hotshot tunnels is as outlined in Ref. 1. Briefly, the average thermodynamic state of the reservoir is determined by the two state variables: density \( p_0 \) and pressure \( p_0 \). The density is determined as a function of time by knowing the initial density and accounting for the density decay by estimating the mass flow through the sonic throat. The pressure is measured directly as a function of time and thus automatically accounts for energy transfer to the chamber. In principle, an accurate estimate of the average thermodynamic state in the arc chamber can be made if real gas properties are known. It should be emphasized that this method gives the average thermodynamic state, and it is assumed in application that complete mixing and equilibrium have occurred. Certainly the pressure is expected to be essentially constant within the chamber; however, density and temperature variations are possible. The effect of this assumption of uniformity is unknown.

Test-section flow properties are estimated by determining an isentropic expansion from the reservoir conditions which matches the measured pitot pressure \( p_0 \) in the test section. Both the previously mentioned calculations of reservoir conditions and the isentropic expansion calculations have been programmed on an IBM 7070 Computer. Such programming was made possible by use of empirical equations for the real gas properties. The computations are described in detail by Grabau, Humphrey and Little in Ref. 24.

Although the precision of results from any hypervelocity test facility involves considerably more than just the uncertainty of the direct measurements, these direct measurements must form the basis for estimates of flow properties. In general, the uncertainties of bench calibrations of the pressure and drag transducers were approximately ±1%, whereas
the repeatability of such measurements, as indicated by repeated tunnel runs, was approximately $+10\%$. The estimated uncertainty of bench calibrations of the heat gages was $+10\%$, whereas the repeatability of stagnation heat rates was approximately $+30\%$.

All of the drag coefficients and pressure ratios presented herein represent an average of the timewise variation obtained. Such averages were obtained from the quasi-steady portion of the tunnel run, and the range of such timewise variations was typically $+5\%$.
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NOMENCLATURE

\begin{align*}
A &= \text{constant in Blasius-type solution for skin friction} \\
A/A^* &= \text{nozzle area ratio} \\
\alpha &= \text{skin friction constant in viscous interaction theory} \quad \text{(see Eq. 4)} \\
B &= \text{delta wing span} \\
C &= \text{linear viscosity coefficient} \quad \text{(see Eq. 2)} \\
C_A &= \text{total drag coefficient, base area} \\
C_{A,F} &= \text{average friction drag coefficient, base area} \\
C_{A,o} &= \text{inviscid pressure drag coefficient, base area}
\end{align*}
\[ C_{A,p} = \text{induced pressure drag coefficient, base area} \]
\[ C_D = \text{total drag coefficient, wetted area} \]
\[ C_{D,\text{c}} = \text{inviscid pressure drag coefficient, wetted area} \]
\[ C_{D,p} = \text{induced pressure drag coefficient, wetted area} \]
\[ C_F = \text{average skin friction coefficient, wetted area} \]
\[ C_{F,c} = \text{average skin friction coefficient of cone, wetted area} \]
\[ C_{F,\Delta} = \text{average skin friction coefficient of delta wing, wetted area} \]
\[ \overline{C}_F = \text{average Blasius-type skin friction coefficient, wetted area} \]
\[ \overline{C}_{F,m} = \text{average Blasius-type skin friction coefficient transformed by Mangler's transformation, wetted area} \]
\[ C_p = \text{pressure coefficient} \]
\[ c = \text{local delta wing chord} \]
\[ c_{A,p} = \text{induced pressure local drag coefficient (unit width wedge), base area} \]
\[ c_f = \text{local skin friction coefficient, wetted area} \]
\[ \overline{c}_f = \text{local Blasius-type skin friction coefficient, wetted area} \]
\[ \overline{c}_{f,m} = \text{local Blasius-type skin friction coefficient transformed by Mangler's transformation, wetted area} \]
\[ D = \text{model base diam} \]
\[ d = \text{nose diam} \]
\[ d^* = \text{nozzle throat diam, in.} \]
\[ h = \text{thickness of wedge base} \]
\[ K = \text{induced pressure constant in viscous-interaction theory (see Eq. 9)} \]
\[ k = \text{nose drag coefficient, frontal area} \]
HYPERSONIC FLOW RESEARCH

\[ L = \text{overall model length} \]
\[ M = \text{Mach number} \]
\[ p = \text{pressure} \]
\[ q = \text{dynamic pressure} \]
\[ \dot{q} = \text{heat transfer rate, Btu/ft}^2\text{sec} \]
\[ R_s = \text{radial shock wave ordinate} \]
\[ Re = \text{Reynolds number} \]
\[ r = \text{local body radius} \]
\[ S_b = \text{base area} \]
\[ S_w = \text{wetted surface area} \]
\[ T = \text{temperature} \]
\[ t = \text{time, sec} \]
\[ x = \text{longitudinal distance from leading edge} \]
\[ y = \text{lateral distance} \]
\[ \gamma = \text{ratio of specific heats} \]
\[ \delta* = \text{boundary layer displacement thickness} \]
\[ \epsilon = (y-1)/(y+1) (\epsilon = 1/6 \text{ for } y = 1.4) \]
\[ \theta_c = \text{cone half angle} \]
\[ \theta_w = \text{wedge half angle} \]
\[ \mu = \text{viscosity} \]
\[ \rho = \text{density (tunnel operating density given in relative atmospheres; reference density = 0.00242 slug/ft}^3) \]
\[ \overline{\chi} = \text{a viscous-interaction parameter (see Eq. 1)} \]

Subscripts (unless otherwise noted)
\[ l = \text{local inviscid flow conditions} \]
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L = referred to overall model length
ο = reservoir stagnation conditions
s = stagnation region of model
w = wall conditions
∞ = free stream flow conditions

Superscripts (unless otherwise noted)

= stagnation condition behind normal shock
* = sonic condition

Note: Initial conditions on the arc chamber are designated as follows:

Gas/T_0θ/ atm/p_0 psi, eg. N_2/3000/100/16,000
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Fig. 1 Tunnel Hotshot 1, a 16-in. diam hypervelocity wind tunnel.
1a) Assembly.
1b) Arc chamber, nozzle and test section.
Fig. 2 Arc chamber configurations, Hotshot 1.
2a) Arc chamber and throat assembly opposed electrodes, 16-A.
2b) Arc chamber and throat assembly coaxial electrodes, 16-C.
### Arc Chamber Configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Electrod Weight Loss</th>
<th>Weight of Gas Heated (1%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-A</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>16-C</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>16-D</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>16-E</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arc Chamber Configuration</th>
<th>Particle Collector, ΔW mg/sq in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-A with baffle</td>
<td>0</td>
</tr>
<tr>
<td>16-C without baffle</td>
<td>2</td>
</tr>
<tr>
<td>16-C with baffle</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arc Chamber Configuration</th>
<th>Measured $\dot{q}_s$/Theoretical $\dot{q}_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-A with baffle</td>
<td>0</td>
</tr>
<tr>
<td>16-C without baffle</td>
<td>1</td>
</tr>
<tr>
<td>16-C with baffle</td>
<td>2</td>
</tr>
</tbody>
</table>

Fay-Riddell Theory (Ref. 4) 2 in. diam Hemisphere Gilmore Gas $t = 15$ to $25$ ms

**Fig. 3** Comparison of performance of various arc chambers, Hotshot I, polished copper liners, $M = 18$, $N_2:3000/100/16000$.

Fig. 3 Comparison of performance of various arc chambers, Hotshot I, polished copper liners, $M = 18$, $N_2:3000/100/16000$. 499
Fig. 4 Tunnel Hotshot 2, a 50-in. diam hypervelocity wind tunnel.

4a) Assembly.
4b) Arc chamber, nozzle and test section.
Fig. 5 Arc chamber configuration, Hotshot 2.
5a) 50A parallel electrode arc chamber.
5b) 50M coaxial electrode arc chamber with metal diaphragm and copper baffle plate.
**Fig. 6** Comparison of performance of various arc chambers, Hotshot 2, polished copper liners, $M = 18 - 22$, $N_2/3000/100/16000$.

6a) Electrode weight losses
6b) Test section contamination.
6c) Stagnation heat transfer rates.
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Fig. 7 Pitot pressure distribution in test section Hotshot 2 (50M arc chamber, short arc duration).

Fig. 8 Effective area ratio obtained from $p_0$ measurements in test section core, Hotshot 2.
Fig. 9 Actual cases and approximations used for simple analysis.
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Fig. 10
Delta wing models.

All Dimensions in Inches

<table>
<thead>
<tr>
<th>Model Sizes</th>
<th>Wetted Area, in.²</th>
</tr>
</thead>
<tbody>
<tr>
<td>23.00</td>
<td>334.0</td>
</tr>
<tr>
<td>11.50</td>
<td>83.40</td>
</tr>
<tr>
<td>2.00</td>
<td>2.524</td>
</tr>
</tbody>
</table>

10 a

10 b
Fig. 12 9-deg half angle cone models.
Fig. 13 Pressure distribution on 9-deg cones.

Fig. 14 Schlieren photograph of the spherically blunted cone at $M = 18.9$, $Re_L = 156,000$. 
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Fig. 15 Shock shape over slender blunted cones.

Fig. 16 Shock shape over slender blunt cones in terms of Cheng's correlation parameters.
Fig. 17 Comparison of shock shapes from real-gas characteristic solution and experiment.

Fig. 18 Zero-lift drag of flat nosed 9-deg cones.
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Total Drag Measurements

<table>
<thead>
<tr>
<th>Sym</th>
<th>d/D</th>
<th>D, in.</th>
<th>Tw/f</th>
<th>M∞</th>
<th>VKF Tunnel</th>
<th>Fluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>0.3</td>
<td>3.0</td>
<td>~0.1</td>
<td>~20</td>
<td>Hotshot 2</td>
<td>N2</td>
</tr>
<tr>
<td>O</td>
<td>0.3</td>
<td>1.0</td>
<td>~0.1</td>
<td>~20</td>
<td>Hotshot 2</td>
<td>N2</td>
</tr>
<tr>
<td>O</td>
<td>0.3</td>
<td>0.5</td>
<td>~0.2</td>
<td>~9</td>
<td>Low Density</td>
<td>N2</td>
</tr>
</tbody>
</table>

Integrated Pressure Drag

• 0.3 3.0 ~0.1 ~18 Hotshot 1 N2

Fig. 19 Zero-lift drag of spherically blunted, 9-deg cones.

Fig. 20 Viscous drag comparison on blunt and slightly blunt 9-deg cones.
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